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Abstract. Advancements in artificial intelli-
gence technologies and the emergence of open
databases containing judicial decisions have
led to rapid improvements in algorithms ca-
pable of classifying legal documents and fore-
casting decisions made by judges. This article
examines a body of international research ded-
icated to how accurately Al can predict judges’
decisions and whether it could potentially re-
place human judges in the future. The answer
to this question is formed by analyzing two key
aspects: the capability and accuracy of pre-
dicting judicial decisions and the various con-
straints associated with using Al.

Analysis of international experience shows that
the accuracy of predictions has increased in re-
cent years; however, the quality of the models
depends greatly on the specificity of the tasks
and the available data. Most studies analyze
decisions from higher courts worldwide, sig-
nificantly reducing their practical potential for
dealing with mass categories of cases. More-
over, concerns have arisen regarding the use
of models that operate on a “black box” princi-
ple, as their decisions are difficult to interpret.
Despite the rapid development of Al technol-
ogies, the complete replacement of judges is
unlikely because of the range of methodolog-
ical limitations, including insufficient quality
and volume of data, issues with interpretability,
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AHHOTauuA. Pa3zButne TEXHONOMMN UCKYyC-
CTBEHHOr0 MHTENNEKTa M NOSIBIEHWE OTKPbI-
TbiX 6a3 AaHHbIX CyaebHbIX pelleHnin npuee-
NN K CTPEMUTENBHOMY COBEPLLIEHCTBOBAHMIO
anropuMTMOB, NO3BONSAIOLMX Knaccuduumpo-
BaTb lOPUANYECKUE JOKYMEHTbI U MPOrHO3UPO-
BaTb NPMHUMaEMble CyabsMU peLleHus. B cTa-
Tb€ Mbl @aHaIM3MpPyem Kopnyc MexKayHapoaHbIX
nccnefoBaHUm, MOCBALLEHHbIX BOMPOCY O TOM,
HaCKoNbKO To4HO NN MOXKeT npeacKkasbiBaTb
peLleHns cyaev 1, Kak CneacTBue, CMOXKET Sin
OH B NepPCNeKTUBE 3aMEHUTL CyAblo-4enoBeKa.
OTBET Ha 3TOT BONPOC CKIaAblBaeTcs U3 aHa-
N13a 4BYX KOYEBbIX aCMEeKTOB — BO3MOMXHO-
CTW ¥ TOYHOCTM MPOrHO3UPOBAHMSA CyAEeOHbIX
peLIeHnI, a TaKKe pasfiniyHbIX OrPaHUYEHNH,
CBSi3aHHbIX C NpuMeHeHnem UK.

AHanua MexayHapoHOro onbiTa rnokasblBa-
€T, YTO B Moc/efHMe rofibl TO4HOCTb MPOrHO-
30B BbIPOC/1a, OJHAKO KAYECTBO MOAEEN CUTb-
HO 3aBUCUT OT CrieLMdUKM 3aa4 U IOCTYMHbIX
JaHHbIX. BOMbLWMHCTBO UCCNeN0BaHUI aHa-
NIN3MPYIOT PEeLleHUa CY10B BbICLIErO YPOBHS
pasfiMyHbIX CTPaH MUPa, YTO CUIbHO CHUMKA-
€T WX NPUKIaAHON NOTeHLMan B 4actT pado-
Thbl C MACCOBbLIMU KaTeropuamu aen. Kpome
TOro, OraceHu1s Bbi3bIBAET UCMO/b30BAHWE MO-
fenen, NeNcTBYIOLMX MO MPUHLMMY «4ePHOrO
ALLMKar, MOCKOJbKY UX PELLEHUS TPYAHO UHTEP-
npeTMposaTb. HecmMoTpsa Ha CTpEMUTENbHOE
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challenges in understanding legal and cultural
context, and limitations in transferring models
to other legal systems. However, Al technolo-
gies can be used to reduce the costs associ-
ated with case material handling.

Keywords: artificial intelligence, prediction
of judicial decisions, machine learning, deep
learning, legal document classification, algo-
rithmic accuracy
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Introduction
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passutme NN-TexHoNornn, nonHas 3ameHa cy-
[Oew Bpsi M BO3MOXKHa B GnuxKanliee Bpems
BBMAY LLeNoro psaa MeTOA0N0rMYECKNX orpa-
HWYEHWI, BKIOYas HELOCTAaTO4YHOE KayecTBO
M 06beM [aHHbIX, NPobBaemMy MHTepnpeTupye-
MOCTW, CIO¥KHOCTb MOHUMaHUS LOPUANHECKOTrO
W KYNIbTYPHOMO KOHTEKCTa, OrpaHnuYyeHns nepe-
Hoca Ha Apyrve npaBoBble cucteMbl. OgHa-
KO NN-TeXHONOrMM BO3MOXHO UCMONb30BaTh
NS COKpaLLeHUs U3AePKEK No paboTe ¢ Ma-
Tepvanamu gena.

KniouyeBble cnoBa: NCKYCCTBEHHbIV MHTENNEKT,
npefcKkasaHue cyaebHbIX peleHnn, MaLlnH-
Hoe 0bBy4yeHue, rMyboKoe oby4eHune, Knaccu-
drKaLmMS IOPUANYECKUX AOKYMEHTOB, TOYHOCTb
anroputmMoB

bnaropgapHocTb. VccnegoBaHue BbINOIHEHO
3a cYyeT rpaHta PoccuMMCKOro Hay4Horo ¢oH-
na Ne 23-78-10073 «PaspaboTKka 1 anpoba-
LMSA METOAMKM aBTOMaTM3MPOBAHHOIO aHa-
M3a TEKCTOB NMPUIrOBOPOB POCCUMCKMX Cya0B
ANS coumanbHO-NPaBOBbIX UCCNef0BaHNUM
(Ha NpUMepe HacuAbCTBEHHbIX NpecTynne-
HWR)» (cM. NogpobHee: https://rscf.ru/project/
23-78-10073)).

Since the 1950s, researchers have been trying to predict judges’ decisions us-
ing quantitative methods [Kort, 1957], but until recently, technology has only been
able to achieve very limited results in this area [Ashley, Brininghaus, 2009]. In re-
cent years, with the development of artificial intelligence (hereafter Al) technolo-
gies and the increasing availability of open court data, the quality of models pre-
dicting judges’ decisions has increased significantly [Medvedeva, Wieling, and Vols,
2022]. This has led to a widening debate on whether Al can replace the profes-
sional judge or at least simplify the work of judges in the foreseeable future [Shi,
Sourdin, Li, 2021; Sourdin, Cornes, 2018; Taylor, 2023; Xu, 2022]. From 2017 to
2022, the number of law-related papers presented at specialized computer sci-
ence conferences increased dramatically [Cui, Shen, Wen, 2023]. In this study,
based on a systematic analysis of international experience, we attempt to describe
the opportunities and risks brought about by the emergence of Al technology in
the field of judicial proceedings, and answer the question of whether it is possi-
ble to replace the judge with Al. It should be noted that in this article we will talk

Monitoring of Public Opinion: Economic and Social Changes
MOHWTOPUHT 06LLECTBEHHOrO MHEHUS: IKOHOMUYECKHME U COLIMabHbIE NepeMeHbl

No.5 September— October 2024 102
N2 5 (183) ceHTi6pb— OKTI6pb 2024


https://rscf.ru/project/23-78-10073/
https://rscf.ru/project/23-78-10073/
https://rscf.ru/project/23-78-10073/

exclusively about so-called «narrow Al» that can solve specific tasks (in our case,
analyzing legal texts and predicting outcomes), leaving aside the issue of creat-
ing «strong» or general artificial intelligence capable of reproducing the entire hu-
man thought process.

For the legal field, the discussion of Al implementation is perhaps no less rele-
vant than that for medicine, as in both cases, the lives and health of people are of-
ten at stake. Al is capable of analyzing legal texts in a volume and at a speed that is
beyond human capabilities. However, the «costs of error» of introducing Al into the
judicial sphere, or more broadly, into law enforcement might be high. For example,
in the 2001 movie Minority Report the main character, who worked for a corpora-
tion that predicted serious crimes before they occurred, became a victim of the al-
gorithm himself when he was accused of a crime he did not commit. Although we
are a long way from such a future, with the development of Al, the ability to predict
crimes in a statistical sense has become quite realistic [Gerber, 2014]. In addition
to the identified ethical issues, the widespread adoption of Al has raised other ques-
tions. For example, this practice poses the problem of protecting confidential infor-
mation and raises the issue of the privacy of ordinary citizens’ data. However, on the
other hand, itis possible to significantly reduce the costs of judicial decision-making
and possibly improve the quality and impartiality of justice.

In the Russian context, a discussion of the implications of the introduction of Al
in law enforcement is also relevant, as the development of this technology is a na-
tional priority. In January 2024, Vladimir Putin instructed the Supreme Court, the
Prosecutor General’s Office, the Investigative Committee, the Interior Ministry, and
the Ministry of Justice of the Russian Federation to consider the possibility of using
Al in the investigation of crimes?. In the Address to the Federal Assembly of Febru-
ary 29, 2024, instruction was given to increase the capacity of domestic supercom-
puters tenfold by 2030 2. Although the first initiatives in the field of law enforcement
concerned the fight against crime using video cameras and facial recognition tech-
nology, there is no doubt that Al will be used in judicial practice as well. In particu-
lar, experiments to create «<smart courts» are already underway in China [Rusakova,
2021; Shi, Sourdin, Li, 2021]. Some Russian judges were skeptical about the pros-
pect of their replacement by Al 3, however, the launch of the Justice Online system#
was announced for 2024, which would make the first step towards the automation
of typical components of the judicial process. In addition, in the summer of 2024,
Judge Oleg Zatelepin of the Supreme Court of the Russian Federation suggested
that Al could be introduced into the Russian justice system to help judges make de-

1 Putin instructed to improve the use of Al to investigate crimes // RBC. 2024. January 17. URL: https://www.rbc.ru/rbcfree
news/65a7a3359a794761a6913056(Accessed on 05.03.2024).

2 Putin instructed to increase the capacity of supercomputers ten times // RBC. 2024. February 29. URL: https://www.
rbc.ru/rbcfreenews/65e07a3a9a79472386b14ad3(Accessed 05.07.2024).

3 The Council of Judges rejected the idea of replacing a judge with an Al // Pravo.ru. 2023. October 26. URL: https://pra-
vo.ru/news/249529 /(Accessed 05.07.2024).

4 Kulikov V. Courts are planning to connect artificial intelligence to the drafting of decisions // Rossiyskaya Gazeta. 2023.
May 25. URL: https://rg.ru/2023/05/25 /robot-pomozhet-rassudit.html(Accessed 05.07.2024).
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cisions on punishment and to reduce the probability of errors®, but only in the role
of an advisor or assistant to the judge.

Since most Russian judges are overloaded with work®, the introduction of Al tech-
nologies to analyze case files could at least help free up time for meaningful famil-
iarization with their key circumstances. For lawyers and their clients, the emergence
of such technologies would greatly simplify the preparation for court proceedings, as
well as provide an opportunity to assess the chances of success [Jacob de Menezes-
Neto, Clementino, 2022].

This paper is structured as follows. First, we describe an algorithm for searching
and working with relevant scientific literature on the issue of the Al-assisted predic-
tion of judicial decisions. We then sequentially answer several key questions about
the use of Al in categorizing legal texts and predicting judicial decisions. This partis
followed by the discussion concering the limitations of the applicability of this tech-
nology, addressing key ethical issues associated with the implementation of Al, and
providing practical recommendations.

Source selection and research questions

The selection of sources for this study was performed through Research Rabbit?,
an Al application that allows building citation networks between scientific sources.
The advantages of this approach compared to manual literature search using key-
words in the Scopus and WoS scientific citation databases are that the algorithm
highlights the core of scientific discussion and is less dependent on the choice of
keywords. As a starting point for building the network of sources, we used a sam-
ple from a systematic review [Medvedeva, Wieling, Vols, 2022], which selected rel-
evant studies from 2015 to 2021 on the issue of predicting judgmental decisions.
The use of Research Rabbit allowed us to bring this sample up to date as well as to
find texts on related topics, including discussions of ethics. The accuracy of the se-
lection of studies was further checked using a second resource, Inciteful 8. It works
in a similar manner and allows us to identify texts that are similar in content to the
available sample. The approach we used, like the keyword search, does not exclude
the possibility of missing a particular study, but the latter certainly does not make
a significant contribution to the academic debate because of its lack of strong links
to the main body of literature.

The final network included 107 sources from 2004 to 2023 on the classification
of judicial texts, but most of the works were published since 2018, as the debate
on the use of Al has intensified in recent years. In general, the obtained set of texts
covers all of the most relevant sources dedicated to judicial decision prediction. To
quantitatively analyze the quality dynamics of the prediction models, 34 sources

5 Burnov V. VS: Al can help reduce the number of errors in sentencing // RAPSI. 2024. July 1. URL: https://www.rapsin-
ews.ru/judicial_mm/20240701/310059533.html(Accessed 05.07.2024).

¢ The burden on judges will be fixed at the legislative level // Advokatelskaya Gazeta. 2023. December 06. URL: https://
www.advgazeta.ru/novosti/nagruzku-na-sudey-zakrepyat-na-zakonodatelnom-urovne /(Accessed 05.07.2024).

7 URL: https://www.researchrabbit.ai/(Accessed 05.07.2024).
8 URL: https://inciteful.xyz/(Accessed 05.07.2024).
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were selected for the period from 2015 to 2023, comparable in terms of problem
statements and accuracy of assessment metrics.

The analysis of foreign experience has several limitations. First, we do not ana-
lyze methodological issues in detail, which are the subject of a large body of litera-
ture in the field of computer science. In this study, we do not aim to describe existing
algorithms for classifying legal texts or to reveal the ways in which they are applied.
This limitation, among others, allowed us to stop building the network in Research
Rabbit when new related texts ceased to be concerned with predicting judicial de-
cisions and began to address related topics in mathematics and computer science.
Second, we do not analyze papers dealing with predictions in law enforcement and
crime, focusing only on the court case stage. This allows us to maintain a clear re-
search focus and not to stray into other complex issues, such as the use of Al as
a tool to find criminals, a topic of high research interest, but a subject for a sepa-
rate analysis. Third, we do not examine in detail papers modeling judicial decisions
based on linear regression models, decision trees, and other classical quantitative
methods, as these studies have given way in recent years to more advanced meth-
ods based on modern Al technologies. Simultaneously, the analysis includes arti-
cles devoted to ethical aspects of Al application in law enforcement, which were not
directly related to decision prediction.

The analysis of literature sources in Russian has shown that, despite the pres-
ence of quite a large number of studies [Zakhartsev, Salnikov, 2018; Kovalenko et
al., 2020; Kravchuk, 2021; Stepanov, Basaganov, 2022], they offer mainly the state-
ment of topical issues and analyze the legal aspects of the problem, but do not sys-
tematize the international experience of using Al technologies to predict judicial de-
cisions. Thus, this article is the first systematic analysis of a corpus of international
studies devoted to the prediction of judicial decisions and the prospects of using Al
in the work of professional judges.

Currently, no studies have modeled the decisions of Russian judges based on any
one of the popular deep learning algorithms. The available studies on the factors of
judicial decision-making (e. g., [Volkov, 2016]) use regression models in their analy-
sis. The Algorithm of Light project®, as well as the study [Zhuchkova, Kazun, 2023]
used machine learning to extract information about partnership or kinship relations
between a murder defendant and the victim from the texts of sentences, which is
probably the most relevant example related to Al technologies at the moment. How-
ever, the main analysis in the latter study was constructed using regression models.
Thus, this systematic review may be the starting point for the emergence of the first
domestic studies that predict judicial decisions.

A sampling of sources allows us to answer the following key questions: First, what
exactly can Al predict and what questions is it capable of answering? Second, what
empirical material (decisions of which courts and in which countries) was used as
a basis for training the models? Third, what methods and approaches do the re-
searchers use to obtain their results? Although the third question is not the key one
for this study, we will give a brief overview of the approaches that are used to predict

® URL: https://github.com/Lanalob/algorithm_sveta(Accessed 06.10.2024).
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outcomes of court cases. Fourth, we will evaluate the accuracy of Al-assisted judg-
ment prediction and consider the limitations associated with evaluating the accu-
racy of algorithms. Finally, we will discuss the limitations of the use of Al, including
the ethical issues associated with its implementation.

What can Al predict?

The first step was to define the terminology. There is a significant difference be-
tween how the terms «prediction» and «classification» are used in a broad context
and how they are used in computer science, and thus in most research articles on
Al-assisted judgment prediction. When social scientists talk about classification, it
usually means sorting into types or categorizing them into groups. In most articles
on the role of Al, classification refers to a broader class of phenomena that includes
outcome prediction. Medvedeva, Wieling, and Vols [Medvedeva, Wieling, and Vols,
2022] provide a useful division of research on Al-assisted judgment prediction into
three groups: outcome identification, text categorization, and judgment prediction.
We discuss each of these types further below, but it is important that they can all be
referred to as categorizations in the research literature.

The term prediction (or forcasting) has two meanings. If we have an array of al-
ready issued court decisions, we can train the algorithm on, say, 80 % of these cases,
and test it on the remaining 20 %. In this case, the algorithm predicts the decisions
of the judges with some accuracy. There is no mistake in calling this a prediction, but
it has nothing to do with the outcomes of future cases or decisions that real judg-
es have yet to make. Therefore, we are dealing with prediction in the «weak» sense
of the term. Prediction in the «strong» sense means that our program is capable of
predicting actual judicial decisions in the future. Most studies modeling judicial de-
cisions [Medvedeva, Wieling, Vols, 2022] understand the prediction in the «weak»
version of this term.

We will also speak of prediction mostly in the «weak» sense, using the term fore-
casting as a synonym. Forecasting always involves some probability and confidence
intervals, but it should be noted that the accuracy of such predictions may not ful-
ly reflect the model’s ability to predict future decisions in real cases. In general, any
forecast, whether it is a prediction of inflation, election results, or a court decision,
is based on data about the past and proceeds from the premise that in the future,
the actions of people (including specialists) will be determined by the same set of
factors as before. In reality, this is most often the case, which makes forecasts in
general an important benchmark for decision-making, but there is always a risk of
new factors emerging that break previous patterns and make forecasts based on
past data less reliable.

As noted above, the entire corpus of literature on the classification of judgments
can be divided into three categories. The first type is a search in the text of the doc-
ument for the verdict or dispositive part. This task did not present any difficulties to
a human lawyer. In this case, machine learning is applied for the initial processing
of a large amount of data and saving time. In this task, the goal of researchers and
programmers is to approximate the quality of a machine to the results thata human
can produce. Studies that set themselves the task of identifying the outcome may
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achieve 99 % accuracy, which means not predicting the judge’s decisions but mere-
ly being able to pick out the place where the decision is described. In what follows,
we do not refer to studies of this type for predicting judicial decisions.

The second type of research categorizes legal texts. The task is to identify rele-
vant circumstances of cases or their characteristics, such as the gender of the ac-
cused or victim and the circumstances of the crime. Although at first glance it seems
that the second type of tasks is close to the first, the categories may not be based
on explicit textual fragments, but on analyzing the whole document, for example,
if the ideological orientation of a court is being evaluated [Shaikh, Sahu, Anand,
2020]. In the case of extra-legal factor extraction, Al can already compete with hu-
mans, as humans cannot always categorize with 100 % accuracy. However, not every
such task applies to predicting judicial decisions, but only to those related to cate-
gorizing decisions — whether a verdict is passed or not, whether a complaint is ap-
proved, and so on.

Finally, the third type of task is the actual prediction of the outcome — whether
the verdict will be acquittal or convicting, whether the court will recognize the vio-
lation of human rights, and so on. In addition, one can predict the sentence length
(imprisonment) or fine amount. There is a thin line that distinguishes between the
second and third types. Researchers [Medvedeva, Wieling, and Vols, 2022] refer to
the third type only those few models [Medvedeva et al., 2021; Sharma et al., 2015;
Waltl et al., 2017] that predict judges’ decisions based on data available before the
judgment (i.e., such models are close to the «strong» definition of the term predic-
tion). Predictions in the «weak» sense, on the other hand, fall into the second cate-
gory. Due to the small number of studies of the third type, we further refer to models
predicting judges’ decisions as those falling into both the second and third groups.

What court decisions is Al already predicting?

Most studies on the predictions of judgments are based on data from the Eu-
ropean Court of Human Rights (hereinafter — ECHR) [Chalkidis, Androutsopoulos,
Aletras, 2019; O'Sullivan, Beel, 2019; Medvedeva, Vols, Wieling, 2020; Aletras et
al., 2016; Kaur et al., 2019; Medvedeva et al., 2020; Quemy, Wrembel, 2020] and
the U.S. Supreme Court [Kaufman, Kraft, Sen, 2019; Katz, Bommarito, Blackman,
2017; Sharma et al., 2015]. The judgements databases of these courts are public-
ly available, allowing new algorithms to be tested on them. The remaining research
also tends to focus on the decisions of higher courts —the constitutional court of
Turkey [Sert, Yildirim, Haslak, 2022], the supreme court of the Philippines [Virtucio
et al., 2018], Taiwan [Kowsrihawat, Vateekul, Boonkwan, 2018], Brazil [Freitas et
al., 2022], and India [Malik at al., 2021].

Significantly less research is done on large samples of general courts or issue-
specific courts from around the world (e. g., on taxes [Alarie, Niblett, Yoon, 2017; Waltl
etal., 2017], on commercial disputes [Bagherian-Marandi, Ravanshadnia, Akbarza-
deh-T, 2021]). Recently, new open data has been released [Cui et al., 2023]. The larg-
est and best known public database is Cail2018 [Zhong et al., 2020], which includes
2.6 million cases from the Chinese Supreme Court. It should be noted that few stud-
ies (e.g., [Jacob de Menezes-Neto, Clementino, 2022]) work with lower court data.
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Open databases ([Alali et al., 2021; Xiao et al., 2018; Malik et al., 2021; Sebdk,
Kiss, and Jaray, 2023]) allow testing new algorithms for analyzing court cases, which
in turn serves as a benchmark for researchers on the quality of Al models. To prove
that the new model is better, it is sufficient to run tests on one of the available da-
tasets and outperform the last best result.

How does Al predict the decisions?

It is beyond the scope of this review to describe the data methodology in detail,
as the methods used to analyze court cases are numerous, varied, and require spe-
cific skills to master. Below, we will briefly describe the main types of approaches
used in the research, which will allow us to better understand the opportunities and
limitations associated with them.

Again, a few words should be said about terminology [Sert, Yildirnm, Haslak, 2022:
8]. Al, machine learning, and deep learning can be correlated using the metaphor
of a nesting doll because they are «nested» in each other. Al is the broadest concept
and includes many methods of data analysis. Natural Language Processing (NLP),
which allows a computer to «read» and «understand» human language, is one of the
key uses of Al, but by no means the only one. In the case of judgment prediction, it
is NLP that we are dealing with. The next level is machine learning, which is an in-
tegral part of Al. Deep learning is a variant of machine learning. When using any of
these methods, texts of court decisions usually require preprocessing. In turn, data
preprocessing can be based on different machine learning methods and have dif-
ferent degrees of accuracy.

The main distinction between case prediction methods is deep learning and other,
generally simpler, machine learning methods [Alcantara Francia, Nunez-del-Prado,
Alatrista-Salas, 2022]. Supervised learning is one of the standard types of machine
learning. The idea of supervised learning is that the algorithm is trained on a sam-
ple of cases containing parameters related to outcomes, that is, judges’ decisions.
The quality of the algorithm’s learning is tested on another sample, similar in struc-
ture, but containing only case parameters, and the algorithm should predict the re-
sult. The accuracy of the prediction in this case is equal to the percentage of correctly
predicted decisions, which we discuss in more detail in the next section. Traditional
forms of machine learning such as logistic regression or decision trees lend them-
selves well to interpretation, although some more complex models (e.g., random
forest) are «black boxes» that are more difficult to interpret.

Deep learning methods use neural networks with many layers, which allows for the
training of models on large datasets. Such models can work with millions of param-
eters, and it is impossible to select them manually. Therefore, they differ from other
machine learning methods in terms of the complexity of models, large amounts of
data, and the use of significant computational resources. The results of deep learn-
ing, unlike those of traditional machine learning methods, are difficult or even im-
possible to interpret, which creates serious limitations, as interpretability is crucial
in the legal field.

Currently, pre-trained language models [Song et al., 2022], such as BERT [Dev-
lin etal., 2019], which are deep learning models, are most commonly used to clas-
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sify legal texts and predict judicial decisions. This method assumes that the model
is first trained on a large number of texts and then used in a variety of novel tasks.
This approach differs significantly from earlier methods [Ashley, Briininghaus, 2009],
in which the algorithm was created specifically for a particular task and dealing with
specific datasets. Algorithms such as BERT are more versatile but also limited be-
cause they may undertrain the specificity of legal texts. However, they can also be
trained, and a specialized version can be created for specific tasks, such as Legal-
BERT trained on legal texts [Chalkidis et al., 2020]. Studies have shown that spe-
cialized language models can produce 1—5 % higher accuracy rates than general
models [Song et al., 2022], but their training is associated with additional costs for
the researcher. The mentioned BERT and LegalBERT are only two current examples
of pre-trained language models, but there are many others. It is beyond the scope
of this study to analyze in more depth the features of the different models, which
could be found in [Alcantara Francia, Nunez-del-Prado, Alatrista-Salas, 2022; Song
etal., 2022].

Note that the generative artificial intelligence technology ChatGPT also belongs to
the class of pre-trained language models, although the main task of ChatGPT is text
generation rather than classification. Therefore, BERT and similar models are bet-
ter suited to legal text classification and judgment prediction than ChatGPT, which,
in turn, is better suited for legal document generation.

With what accuracy can you predict a court’s decision?

As noted above, the classification of outcomes ranges from accurately identifying
the dispositive part of a sentence to predicting actual judgments that have not yet
been rendered. At the same time, the outcomes themselves can vary: guilty or not
guilty, plaintiff's complaint accepted or rejected [Bagherian-Marandi et al., 2021],
appeal successful or not [Jacob de Menezes-Neto, Clementino, 2022; Waltl et al.,
2017], rights recognized as violated or not [Sert, Yildirnm, Haslak, 2022], etc. Gen-
erally, prediction accuracy is assessed for binary variables, although the size of the
fines or sentence lengths, albeit with less accuracy, can also be predicted.

Researchers have identified several key metrics for calculating accuracy [ibid:]
Accuracy, Precision, Recall, and F1 Score. Accuracy is the sum of correctly catego-
rized positive and negative decisions divided by their total number. Precision and
Recall refer to the proportion of correctly predicted negative decisions and correct-
ly predicted positive decisions, respectively. The F1 Score is often used to compare
the quality of different models. This metric is calculated as follows:

_ Precision x Recall
F1 Score=2x Recision + Recall *

When comparing the accuracy of different studies, it is necessary to consider
which of the parameters the authors derive as Accuracy or F1 Score, as this can yield
differences from a few tenths of a percent to a few percent. Although most studies
have used these indices, they have recently been criticized for their overly optimistic
results [Chicco, Jurman, 2020]. As a replacement, the Matthews correlation coeffi-
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cient (MCC) is proposed, which provides good results only if the algorithm performs
well in all four variants: true positive, true negative, false positive, and false negative.

The accuracy of the algorithms typically ranges from 60 % to 99 %, but a lower ac-
curacy rate does not necessarily mean that the algorithm is bad; it might be good,
just that it was used to solve a more difficult problem. For this reason, the descrip-
tive analysis we offer below should be taken precisely as an illustration of the un-
derlying trend and variation in accuracy in predicting the outcome of court cases in
existing works.

The analysis of the international experience based on the 34 selected articles al-
lowed us to assess the dynamics of the predictive power of the models classifying
the texts of judicial decisions (see Fig. 1).

Figure 1. Dynamics of accuracy of models predicting court decisions
from 2015 to 2023 (for different databases)*®
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* CAIL2018 (China) = U.S.SC < ECHR = Other

The resulting picture reflects a general increasing trend in the predictive power of
the models. However, the graph also offers a simplified picture, because different
studies have different objectives, analysis algorithms, and accuracy estimates. For
example, the study [Jacob de Menezes-Neto, Clementino, 2022] is not in the graph

1° Note: The graph was constructed by the author based on 38 assessments made within the framework of 34 studies. Of
these, 19 observations are readily available from the systematic review [Medvedeva, Wieling, Vols, 2022], the rest were
collected and coded by the author. The sample includes only estimates for court decisions involving decisions with two
outcomes (1 or 0). Vertical axis— Accuracy; for some studies lacking an Accuracy value, an F1 Score is provided; horizon-
tal axis—year of publication of the study. The blue line on the graph is the trend line for all observations.
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because it used an alternative method of accuracy assessment that is not directly
comparable to other studies.

From a methodological perspective, it is better to compare the accuracy of solv-
ing similar problems performed on the same data, such as the database of ECHR
decisions, the U.S. Supreme Court, or the Cail2018 database. These popular open
datasets were published, along with benchmarks that set a baseline level of quality
for all future algorithms. If we compare progress within individual databases, we also
observe an increasing trend. For example, the prediction accuracy of the Chinese
database Cail2018 has increased from 78 % [Xiao et al., 2018] in 2018 to 96 % in
2023 [Cui et al., 2023]. In 2015—2017, algorithms predicted U.S. Supreme Court
decisions with 70 % accuracy [Katz, Bommarito, and Blackman, 2017; Sharma et
al., 2015], and in 2022, there are models that predict them with 92.5% accuracy
[Alghazzawi et al., 2022]. Algorithms modeling ECtHR decisions also predict deci-
sions with an accuracy of 92 % [Medvedeva et al., 2020]. However, as noted earlier,
we are talking about prediction in its «weak» form, that is, the quality of the model
trained on already available decisions and tested on the same data. These models
will provide an adequate forecast of the future only if external circumstances, such
as legislation, the composition of the court, and the political environment, do not
change significantly.

Another interesting question regarding the accuracy of predictions is related
to the choice of the point of comparison. The natural choice seems to be to com-
pare the model with real decisions. This approach was used in all studies included
in Figure 1. However, there is an alternative point of view: to understand whether
Al can replace a lawyer, it is more appropriate to compare the predictive abilities
of a real person who is an expert in a particular field. For example, in [Jacob de
Menezes-Neto, Clementino, 2022], court data on more than 765,000 cases from
Brazil were used to compare the accuracy of predicting the outcome of appeals by
an Al or 22 experts from among judges and court staff (who evaluated a random
sample of 690 cases). According to the results, Al outperformed those of humans
by almost three times. However, this is not the first study to demonstrate that Al
can outperform humans. In a study [Ruger et al., 2004], the machine also outper-
formed legal experts in predicting the decisions of the U.S. Supreme Court, but not
by such a high margin.

Several conclusions can be drawn from the above. First, the accuracy of algo-
rithms for classifying judicial decisions strongly depends on the data and on the
tasks set for researchers. Second, in recent years there has been a clear trend to-
wards improving the quality of predictive models. When compared with the predic-
tive abilities of legal experts, some algorithms show clear superiority over humans.
However, we cannot yet say of a hundred percent accuracy that would allow us to
replace a judge.

Debate: Can Al replace a judge?
Before answering our research question, we summarize the main limitations of
the use of Al in jurisprudence.
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First, the results of the models were highly dependent on data quality. For a mod-
el to make good predictions, the texts of court decisions should have a similar struc-
ture, and there should be a sufficient number of such texts for training. Therefore,
unique decisions of constitutional courts cannot be predicted by existing analysis
methods [Sert, Yildirnnm, Haslak, 2022]. Second, a separate technical challenge is
related to working in languages other than English, such as Chinese, Turkish [ibid.],
or Portuguese [Jacob de Menezes-Neto, Clementino, 2022]. However, this limita-
tion is surmountable —pretrained language models can be further trained. Third,
algorithms built on small or specific samples have less practical utility than those
built for general courts [ibid.]. Algorithms have learned to predict accurately (in the
«weak» sense of the term) the decisions of the U.S. Supreme Court and the ECHR,
but this does not allow the results to be extended to lower-level courts. The issue of
developing models that predict court decisions in typical cases that affect the main-
stream population has not yet been resolved. The available research in this area is
extremely sparse, and there are no universal solutions. Fourth, most models deal
with predictions in the «weak» sense of the term and do not guarantee that one can
accurately predict future judicial decisions. We can describe this as a problem of in-
duction; no matter how many observations we make about the past, they do not al-
low us to look into the future. Thus, the high accuracy of Al predictions in Figure 1
should not mislead us: it merely reflects the good training of the models on a very
limited amount of past data.

Finally, a key problem with deep learning models is that they are difficult to inter-
pret. A human judge can explain the logic behind his or her decision. Classical mod-
els such as regressions and decision trees also produce easily interpretable results.
For example, from the regression model on the influence of various factors on the
decisions of Russian judges in murder cases [Zhuchkova, Kazun, 2023], it is easy
to understand how each analyzed parameter of the case (gender, confession of guilt,
re-offense, etc.) affect the verdict. However, judgment prediction methods based
on deep learning are «black boxes». While these models make very accurate predic-
tions, they do not allow researchers to understand the legal and extra-legal factors
behind each specific decision. The advantage of Al over linear regression models is
that the latter can underestimate the nonlinearity of the influence of many factors
[Alarie et al., 2017]. In addition, models based on deep learning provided the most
accurate predictions.

One of the most highly cited papers on machine learning-based decision-making
[Rudin, 2019] contains a key thesis in its title, which is— one should not use «black
boxes» for decision-making when the costs of error are high. In this paper, the au-
thor calls the classic dilemma between the explanatory power of a model and its in-
terpretability a myth. Interpretable models also have high predictive power. For ex-
ample, in a study [Tan et al., 2020], an interpretable model was built on 1.3 million
crime cases in China with an accuracy comparable to or better than the results of
black-box models. A key advantage of interpretable models is their ability to han-
dle errors. If an Al algorithm makes an incorrect judgment (or suggests the wrong
course of treatment), it can have a significant impact on a person’s fate. If a black
box makes a similar mistake, we will not be able to tell why it was made or wheth-
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er it will occur again in the future. Owing to this shortcoming, such systems may
never gain a high level of public trust. However, this does not mean that the devel-
opment of black box prediction in medicine or law should stop; if such algorithms
have statistically higher accuracy, for some tasks, accuracy and speed may out-
weigh transparency.

In 2016, the Wisconsin Supreme Court ruled that judges could rely on the results
of the analysis performed by algorithms when making decisions, even if the algo-
rithm’s working principle was not completely transparent [Beriain, 2018]. The rea-
soning behind this decision was summarized in two theses: the quality of algorithms
is very high, and the judge is competent enough to make an informed decision on
whether to rely on the results of an algorithm. In fact, this precedent has paved the
way for the use of Al as a judge’s assistant in decision-making in the US. The rea-
son for this trial was the COMPAS (Correctional Offender Management Profiling for
Alternative Sanctions) system. According to its creators, COMPAS is supposed to
predict the individual risk of recidivism, which is an important factor when making
decisions. However, the court’s decision sparked debate about the accuracy of the
algorithm [Dressel, Farid, 2018] and whether it reproduces racial stereotypes drawn
from learning from people’s decisions. Be that as it may, without this system, judg-
es must still assess the risks that a defendant will reoffend, and this process is not
free from various biases [Brennan, Dieterich, 2018].

In general, the idea that a significant proportion of judicial verdicts can be pre-
dicted should change the idea of what constitutes judicial discretion [Tahura, Sel-
vadurai, 2023]. However, not all legal decisions have a single solution. If an Al algo-
rithm is going to be able to predict judges’ decisions very accurately, it means that it
must reproduce not only a formal analysis of legal and extra-legal factors, but also
what judges themselves have called the «psychology of litigation» 1. Without the de-
velopment of general Al, which has not been discussed in this article, the algorithm
is unlikely to be able to understand the nuances of language, wordplay, values, and
meanings perceived by people in different case circumstances (but even a «weak»
Al might well learn over time to mimic this understanding if trained on a sufficient
volume of such cases). Hence, there is an important concern about whether Al re-
produces judges’ stereotypes, ideology, and other beliefs in its analysis [Manresa-
Yee, Ramis, 2022].

In this context, an even more interesting question arises: should Al fully predict
the decisions of a human judge, or can it go a step higher in this respect? Research
shows [Doerner, 2015; Franklin, Fearn, 2008] that judges in the US are not free from
racial and gender stereotypes. Moreover, under conditions of bounded rationality
[Albonetti, 1991] associated with information and time constraints, it is these ste-
reotypes that often become reference points [Steffensmeier, Ulmer, Kramer, 1998]
that help make difficult decisions. After all, an Al can follow the letter of the law more
strictly than a human (not to mention a higher speed of analyzing information). Hu-
mans are not free from sympathies, values, beliefs, and psychological pressures,
while Al follows these factors only if it has been taught to follow them. This is a tricky

11 The Council of Judges rejected the idea of replacing a judge with an Al // Pravo.ru. 2023. October 26. URL: https://pra-
vo.ru/news/249529 /(Accessed 06.10.2024).
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question that has not been answered yet. However, we can predict that at least the
population will not be ready for such a turn of events for a long time.

The study [Barysé, Sarel, 2023] puts forward an important thesis that the legit-
imacy of the use of Al is perceived differently by the public and professionals de-
pending on the stage of the judicial process where the technology is used. Peo-
ple generally trust human judges more than Al; therefore, they do not support high
court automation at the decision-making stage. However, the public favors the use
of technology at the data collection stage because it can help improve the objectiv-
ity of human analysis.

Conclusion: Al as a judge’s assistant

The results of this study suggest several practical recommendations for the de-
velopment of Al technologies to assist lawyers and judges. Although Al cannot yet
replace a judge, it can assist judges in their professional activities.

We have shown that despite the rapid improvement in algorithms that predict judi-
cial decisions, most of them suffer from data-related limitations. For example, algo-
rithms designed to analyze the decisions of higher courts have low external validity.
Most citizen and business litigations occur in lower-level courts, which Al is not yet
adept at predicting. Except for a single dataset from China [Xiao et al., 2018], other
publicly available data include an extremely limited number of cases, not exceeding
a few tens of thousands. There are already commercial projects in Russia that can
predict the outcomes of arbitration cases, but their algorithms are opaque because
they have not been published in peer-reviewed academic journals.

In Russia, according to the law of December 22, 2008 N2 262-FZ «On Ensuring
Access to Information on the Activity of Courts in the Russian Federation», a huge
amount of data on criminal, civil and arbitration cases is published, which creates
a great potential for Al to learn from them. This means that although Al models that
would predict Russian court decisions have not been created to date, significant
breakthroughs may be made in this area in the foreseeable future. Research on us-
ing Al to classify legal texts worldwide is still at the beginning of its development.

Another question is whether Al technology should be introduced into judicial pro-
cesses. ltis, of course, impossible to answer this question unequivocally, and the de-
bate on this issue demonstrates the complexity of the ethical issues involved. How-
ever, the complexity of ethical issues does not negate the importance of technology
development itself. One promising possibility is to turn Al into an assistant that can
assist judges in working with case files, including categorizing them, finding prob-
lem areas, and highlighting the most significant circumstances in a case. The pub-
lic position of one of the judges of the Supreme Court of the Russian Federation 2
generally supports this very scenario.

Itis important to keep in mind that most of the existing algorithms for predicting
court decisions operate on a black box principle, which severely limits the poten-
tial for their implementation in the legal profession. Algorithms whose operations
are not understood cannot be thoughtlessly integrated into high-stakes settings.

12 Burnov V. VS: Al can help reduce the number of errors in sentencing // RAPSI. 2024, July 1. URL: https://www.rapsin-
ews.ru/judicial_mm/20240701/310059533.html(Accessed 05.07.2024).
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However, the dilemma between the accuracy of decisions and transparency of the
decision-making process may be false [Rudin, 2019]. In such a case, judicial prac-
tice should precisely introduce solutions that allow not only to predict decisions but
also to explain them. The latter task should be on the agenda of domestic research
in the field of using Al technologies in the judicial process.
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